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Context

= Exaflopic supercomputers have diversified architectures

= Domain Specific Language/Abstraction (DSL/DSA) allows to abstract parallelism and
hardware specificity. The need to exploit such specificity is shifted to the compilers and
runtimes

m NablLab is a DSL used at CEA for stencil codes

= Compilers are based on Intermediate Representations (IR), their internal representation of
the code. They can have specific properties:

m SSA, parallelism information, or a functional code structure representation

m Related work:

= MLIRM and xDSL! are infrastructures that aim to lower the cost of implementing new
DSL/DSA

m Firedrakel?' and Devito!®! are DSL/DSA used in numeric simulations
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Characteristics & Implementation

m Restricted expressivity of the code

= Three types of regularities :

m Statically reqular, Dynamically regular, Dynamically irregular
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| Fig 1. NabLab compiler
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Resource allocation

= Find the optimal usage of allocated resources
= Memory footprint
m cores count prediction
m target execution time
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I Fig 2.a. Execution model of the compute loops
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Resource allocation

= Find the optimal usage of allocated resources

= Memory footprint
m cores count prediction
m target execution time

= Schedule of L and Lz
m The loops are 75% parallel

m Speedup: 3.9 on 128cores, 3.8 on 64cores
m Exec.times: 2.5s on 128 cores, 2.6 on 64cores

m Total exec. times: bs or 2.6s
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Conclusion

= Exploration of static scheduling of loops to minimize global execution time

= Implementation of a compiler from the grammar to parallel code
m Keep track of information from the parsing of the language to the code generation
m Pass hints to the runtime for a better execution

= Resource allocation deduced from the algorithmic complexity of the application
m Future works
m Add distributed and heterogeneous code generation
m Add helper threads in the code generation and resource allocation algorithm
m Better guide the LLVM optimizer with vectorization hints
m Better guide the used runtimes
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